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**Abstract.** The age and size of the CMS collaboration at the LHC means it now has many hundreds of inhomogeneous web sites and services, and hundreds of thousands of documents. We describe a major initiative to create a single coherent CMS internal and public web site. This uses the Drupal web Content Management System (now supported by CERN/IT) on top of a standard LAMP stack (Linux, Apache, MySQL, and php/perl). The new navigation, content and search services are coherently integrated with numerous existing CERN services (CDS, EDMS, Indico, phonebook, Twiki) as well as many CMS internal Web services. We describe the information architecture; the system design, implementation and monitoring; the document and content database; security aspects; and our deployment strategy, which ensured continual smooth operation of all systems at all times.

1. Introduction

The Compact Muon Solenoid (CMS) collaboration at CERN’s Large Hadron Collider (LHC) involves 3275 physicists and 790 technical staff from 179 institutes in 41 countries. These people are organised in more than 60 sub-groups and projects. Together they have produced more than 700,000 documents over two decades describing all aspects of the CMS design, construction, operations, performance and analysis. These range from published papers, reports, and notes to less formal working documents such as presentations, minutes, technical drawings, data sheets, and photographs.

These documents are strategic to the success of the multi-decade CMS research programme, therefore they must be stored securely and be readily accessible to CMS scientists. In 2010 a review of the situation found that, while more than 200,000 documents were already stored in managed document systems, about 400,000 more were not. Instead, they resided on about 1000 different websites, on the CERN afs and dfs file systems, and on private users’ computers. In general such documents were not indexed, so finding them was next to impossible, and many were at risk of being lost forever. The
CMS Communications Group therefore developed a programme to consolidate the CMS knowledge base, with two main goals:

- **Goal 1:** Manage all CMS documents in a document database; and
- **Goal 2:** Create a coherent web interface to all CMS information.

In order to achieve these two goals, the new CMS information architecture had to address the issues of document organization, labelling, search and navigation. The strategy envisaged using a number of “Document Database” systems and a web “Content Management System”.

Prior to embarking on a major technical programme to upgrade the CMS information systems, we first considered the potential benefits compared to the expected costs.

### 2. Do the benefits justify the costs?

The costs comprise support for three part-time people (the authors), summing to one full-time equivalent person (1 FTE). They have various skills in management, web systems and administration.

The primary benefit is to secure for many decades the huge amount of information (Figure 1.) that is critical to CMS operations, maintenance, upgrades, analysis and eventual decommissioning. This includes technical drawings and specifications, photographs, procedures, analysis techniques and results, and many miscellaneous items. This benefit is hard to quantify, but the loss of such critical information could clearly have serious technical and cost implications.

Secondary benefits come from improving CMS productivity. Making it quicker to find the correct information yields immediate efficiency gains. CMS meetings – 15,000 per year with 50,000 documents – tie up an integrated effort of more than 100 FTE continuously, so even modest efficiency gains are valuable. The running costs of the LHC, the CMS detector and the grid are large and the CMS fraction is very roughly $10^8$ CHF per year for $10^7$ seconds of data taking [1]. Even modest efficiency gains above the current 92% data-taking efficiency have a large payback.

For each of these cases, the benefit could easily exceed the current 1 FTE cost, for example:

- 8 FTE saved if each CMS person wastes 1 minute less per day searching for information.
- 15 FTE saved if better information flow results in a 10% reduction in the number, length or attendance of meetings (e.g. goals defined, documents posted in advance, minutes, etc.).
- 1 MCHF gained if data-taking efficiency increases by one percentage point.

Such savings are not unreasonable targets and further productivity gains could be expected in other areas, such as training, user support, grid operations, or data analysis. Even if all the savings cannot be fully realised, the total benefits still outweigh the very modest costs and even suggest that more investment in improving the CMS information systems would be well justified.

---

**Figure 1.** As of 2012, a stack of all the CMS documents in managed document systems would be the height of the Empire State building. A similar number are spread over “unmanaged” systems.
3. Achieving Goal 1: “Manage all CMS Documents in a Document Database”

3.1. Document Management Systems

A number of document management systems from CMS, CERN and Fermilab help CMS to address the challenges of organisation, labelling, search and navigation of information. CMS uses a number of document management systems from CMS, CERN and Fermilab (Table 1). Differences between these systems arise due to valid users’ needs, so we cannot standardise on a single system but must work with a number of systems. All such systems have a number of common elements, as follows.

Documents is the generic name for all types of information content, including web pages, publications, notes, presentations, plots, technical drawings, data sheets, photos and so on. A document may correspond to a single file or may contain multiple files. Document metadata includes, for example, the document type, title, authors, date, description, topics or keywords, and so on. It enables documents to be classified in a variety of ways for subsequent browsing and searching. The storage system includes a file storage system for the content itself, for example a Unix server, and a relational database system for the metadata.

A web user interface is the portal to the underlying storage systems. It enables management functions such as the upload of documents and metadata and the creation of new content such as web pages. Crucially, the existence of metadata for each document enables effective interfaces to be created to browse and search for documents. This is particularly needed for non-text documents such as images.

Table 1. The main document database management systems used by CMS.

<table>
<thead>
<tr>
<th>Document Management System</th>
<th>Main CMS usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>CADI CMS Analysis Database Interface, from CMS</td>
<td>Manage workflows for preparing CMS papers and notes; once completed they are entered into CDS.</td>
</tr>
<tr>
<td>CDS CERN Document Server</td>
<td>Official CMS papers, reports, notes and multimedia.</td>
</tr>
<tr>
<td>CINCO CMS conference system</td>
<td>Manage workflows for abstract preparation, speaker selection, approval of talks and write-ups.</td>
</tr>
<tr>
<td>EDMS CERN Engineering and Equipment Data Management System</td>
<td>Engineering drawings and associated technical data.</td>
</tr>
<tr>
<td>Indico CERN Integrated Digital Conference system</td>
<td>Manage meeting agendas, presentations, minutes and related documents.</td>
</tr>
<tr>
<td>Twiki CERN Wiki collaborative tool</td>
<td>Web pages and attachments, with many documents for CMS operations and analysis activities.</td>
</tr>
</tbody>
</table>

3.2. Tools to find CMS documents and import them into a document database

In January 2010, about 400,000 “unmanaged” documents resided outside any document management system. About 200,000 of these were found on CMS afs group space and collaboration websites. A further 100,000 reside on users’ disk servers and personal computers (estimated by extrapolating from a few users who systematically searched their systems). Finally, the CMS internal and public wikis
contained about 100,000 document files, 20% of which are web pages and 80% of which are attached files such as diagrams, plots and data files.

It was decided to process these documents and decide which to import into the DocDB database, together with associated metadata. DocDB has a simple interface (see Figure 2), a well structured set of topics, and already contains all possible CMS authors, 970 of whom have one or more documents in DocDB.

Recognising that it was unrealistic to expect users to process many thousands of documents individually, we developed a **Bulk Uploader** tool to facilitate the process. Using bash and Python scripts and a django-based web interface it supports the following steps:

1. Search file systems for documents (files), filtering by type and location, and organise them in batches, depending on origin, topic, user, etc. Web crawlers are used to search websites.
2. Automatically extract metadata from document files (e.g. title, author, etc.) and create thumbnail images, where possible.
3. The web interface, shown in Figure 3, permits users to examine the contents of their batches, select which documents to upload to DocDB, add or change the metadata, and schedule their documents for upload either individually or in groups.
4. Perform the bulk import of documents and metadata into DocDB.

![Figure 2. Web interfaces for uploading (left) and browsing (right) the CMS instance of the DocDB document database system.](image-url)
Users of the bulk uploader can easily upload hundreds of documents per day into DocDB, which is much faster than using the standard DocDB interface. Between 2003 and 2010, CMS collaborators steadily uploaded 5,000 documents into DocDB. In just one year since then, 25 users – representing major CMS groups – used the bulk uploader to import more than 120,000 documents.

Many of these documents contain details of the CMS design, construction, performance and analysis, and are vital to the future success of the CMS research programme.

4. Achieving goal 2: “Create a Coherent Web Interface to all CMS Information”

The CMS information architecture has to address the organization, labelling, search and navigation of documents and web content. Storing documents in document database systems helps address the information organisation and labelling but does not automatically give coherent search and navigation of the information. Nor does it address web pages on the estimated 1000 CMS “official” websites, many of which overlap, are out-of-date, or are wrong. To compound these issues, there is a wide variety of operating systems, technologies and navigation schemes in use.
4.1. Adoption of the Drupal Web Content Management System

These issues led us to the realisation that we needed a single, coherent web portal to all CMS information, built using a modern web content management system[3]. This coincided with a decision by CERN to follow the same strategy for the CERN websites. Following a wide consultation with departments and experiments, CERN IT department then decided to provide a new web content management service based on the Drupal[4] system, which is already used by many large organisations including the BBC, CNN, The Economist, MIT, the UN, and the White House.

Drupal is an extendable, open-source product built upon a “LAMP stack” of Linux, Apache, MySQL, and php/perl, with the following key features:

- Web content (web pages, images, etc.) is typically stored on a centrally managed file system. The associated metadata (content type, author, etc.) is stored in a MySQL relational database;
- Templated views of content (e.g. news items) and navigational elements (e.g. menus) are built from the metadata, thereby guaranteeing site-wide coherence;
- Style (layout, colours, etc.) is kept apart from content, resulting in a uniform look and feel;
- A web interface enables administrators to manage the site and users to manage their content;
- Integration with CERN single-sign-on (SSO), e-groups and Drupal permissions management ensures access is secure and that only authorised users can view or update each item;

Based on this Drupal service, we established a new collaboration website (http://cern.ch/cms) to serve all our users: collaboration members, non-CMS scientists, the public, the media, educators and students. In addition to the Drupal “LAMP” software service from CERN/IT, we added a layer of CMS-specific software: HTML templates and CSS files for customising the style and layout; new data “content types” and views; and php and JavaScript code to extend functionality, for example to manage CMS workflows, to interface to Indico, or to perform cross-system searches.

4.2. Strategic choices for the new CMS web portal

Based on numerous discussions and reviews of other leading scientific web portals, we made a number of strategic choices, as described below.

The main web content is hosted within Drupal. External web pages from other sites may also be served via the Drupal portal. We use HTML iframes to respect the security model of the embedded pages. A disadvantage of this is that, due to same origin security policy[5], the iframe elements cannot know the actual size of their contents, which are from a different origin. This results in undesirable scroll-bars. We circumvent this using the easyXDM[6] library to transmit the height of the embedded page to our page. This happens on the client-side as the browser frames are communicating directly (in contrast, a server-side solution involving the transfer of users’ access rights would be more complex and could impose unwanted restrictions on the content accessible).

Document files are stored in document management systems, as described above, and made available through Drupal interfaces as appropriate.

The internal collaboration web content reflects the “organisational units” (groups, projects, etc.) in CMS, as shown in Figure 4. The entry page for each organisational unit conforms to a standard template (Figure 5) built from up to about 100 metadata items and links, for example: group name, coordinators, contacts, calendars, meetings, minutes, plans, documents, wikis, mailing lists, and news. Authorised users manage this information using the Drupal management interface to the underlying MySQL database. The main content of each group’s entry page is under the control of the group members and may either be stored in Drupal or embedded from an external site such as a Twiki.
Figure 4. Schematic overview of the CMS collaboration structure.

Figure 5. Screenshot of a typical organisational unit, showing site-wide search, top menus, group-specific news and links (right sidebar), and main page content.
Coherent site-wide navigation is built using metadata associated to the content in Drupal. Even if the content itself is elsewhere (in CDS, DocDB, etc.), the Drupal site still provides coherent navigation to it. A site-wide top menu bar gives access to the organisational unit structure of CMS, as well as frequently used websites and services. Different navigational views of the same metadata are easy to create, for example, a document repository index arranged by type and organisational unit.

Powerful cross-system search is provided by a CMS service built on Drupal. A single search bar in the template web page enables users to enter a free text search query. We then send this query to a dozen target systems (AIS, CDS, CERN Search, DocDB, Drupal, EDMS, Google, Indico, INSPIRE, IPPOG, phonebook, Twiki) and present the search results to the user in a coherent tabbed web page containing an iframe for each target system. A benefit of this scheme is that authentication is handled directly by the browser and the target system, without Drupal involvement, so that users can only see results that they are authorised to see.

The public part of the website serves the main non-CMS audiences of other scientists, the public, the media, educators and students, as shown in Figure 6. It is built using three main types of content: up-to-date news items (Figure 7), introductory web pages (including interactive views of the collaboration and physics results), and multimedia resources such as fact sheets, brochures, images, video clips, and event data for outreach and education. We added workflow management in Drupal for the writing, editing and approval of news items, and their distribution via the website, Email, RSS and social media platforms such as Google+, Facebook, Twitter. For multimedia items, Drupal acts as a thin portal to content stored in document management systems and well established and professional quality external sites such as YouTube.

![Diagram](image)

**Figure 6.** Schematic overview of the CMS public website content and audience.
4.3. Migration to the new CMS web portal

In order to ensure a smooth transition to the new web portal, we considered the constraints of the main stakeholders carefully and addressed them, as follows.

CMS collaborators and groups accept the need to improve the organisation of their documents but can rarely commit much time to do it. Therefore the new document systems (DocDB and the bulk uploader) and the web portal were designed to be easy and self-explanatory, such that users naturally choose to migrate without any external pressure or the need for training. Since we can only encourage but not enforce a standard way of doing things, the information systems were designed to satisfy a range of needs within a common, coherent framework. An example of this is the facility for embedding legacy web pages into the standard framework and navigation scheme of the new site.

CERN IT services are used wherever possible to minimise the CMS effort required and to leverage CERN expertise. Since the CERN service providers must satisfy a diverse community beyond CMS, we do not expect them to significantly customise their services to meet specific CMS needs.

The CMS Communications Group has very limited personnel. Its top priority was to create a coherent and robust web portal framework that included all CMS groups and users in a coherent fashion. The huge job of cleaning up legacy content was, of necessity, assigned a lower priority.

Before rolling out the new website, we systematically contacted key people in all the main 60 CMS groups and projects to get feedback and help filling in missing metadata (e.g. links for their own projects). Only once we felt that the new website’s content and navigation was more much complete
and correct than the existing CMS websites did we encourage all CMS users to try the new services. In parallel, all the pre-existing systems were kept running without any changes. We strongly encouraged user feedback, through a prominent widget on all web pages, and we monitored the access patterns for old and new websites using Google Analytics[7].

5. Current Status and Future Plans

5.1. Status of CMS document management

Table 2 shows the total number of CMS documents and their breakdown by location. More than half of the total (380,000 documents) are now in a document management system, representing an increase of about 100,000 documents since the start of our work. Several hundred thousand documents remain to be processed and a significant fraction of these will need to be uploaded into DocDB.

<table>
<thead>
<tr>
<th>Document database</th>
<th>379,219</th>
</tr>
</thead>
<tbody>
<tr>
<td>Indico (Meetings)</td>
<td>205,206</td>
</tr>
<tr>
<td>DocDB (Miscellaneous documents)</td>
<td>128,948</td>
</tr>
<tr>
<td>CDS (Photographs)</td>
<td>12,252</td>
</tr>
<tr>
<td>CDS (Papers, reports, notes)</td>
<td>11,720</td>
</tr>
<tr>
<td>EDMS (Engineering drawings &amp; data)</td>
<td>8,105</td>
</tr>
<tr>
<td>CAD (Papers &amp; notes in preparation)</td>
<td>7,513</td>
</tr>
<tr>
<td>CINCO (Conference contributions)</td>
<td>5,475</td>
</tr>
</tbody>
</table>

Wiki or file system                                      | 325,957 |
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Twiki (Web attachments)</td>
<td>118,644</td>
</tr>
<tr>
<td>Twiki (Web pages )</td>
<td>25,820</td>
</tr>
<tr>
<td>User disks (Misc. PDF, tex, MS office)</td>
<td>100,000</td>
</tr>
<tr>
<td>Group afs (Misc. PDF, tex, MS office)</td>
<td>81,493</td>
</tr>
</tbody>
</table>

**Grand Total**                                          | 705,176 |

Table 2. Numbers of CMS documents in document systems (May 2012), the Twiki and on user and group file systems.

5.2. Status of the new CMS web portal

The new CMS web portal became a full production service in the autumn of 2011. CMS and public users quickly discovered the new site before it was even announced and started using it, as shown in Figure 8. By the time the new site was officially announced in Jan 2012, it was already receiving 84% of the combined traffic to the old and new sites. This fraction is now 96% meaning the old sites can soon be deprecated.

![Figure 8](image.png) Numbers of visits per week, between May 2011 and May 2012, to the old CMS public website (lower, blue) and the new (upper, red) CMS web portal.
5.3. Future work

Although the new web portal has been very well received so far, we know that it can always be improved. Therefore, in February 2012 we conducted a CMS user feedback survey, to which we received 306 responses, or approximately 10% of CMS collaborators. The full report of the survey and the associated action items are described in Reference 8. In summary, the main tasks for the near future are to:

1. Improve the interfaces and tools for finding and working with CMS documents;
2. Import the estimated 180,000 documents from disks and websites into DocDB, and then archive and retire websites that are no longer required;
3. Provide interfaces and feeds for (Indico) meetings, (Google) calendars, conferences and news;
4. Add live CMS operations displays (LHC and CMS pages 1, luminosity, event display; and
5. Develop a strategy for improving the structure and quality of 144,000 Twiki pages and files.

5.4. Some subjective advice

We close with some subjective advice for others who may be facing a similar challenge:

• Ask yourself honestly: “How much information do we really have?” “Can I afford to lose it?” “Is it in a secure system?” “Can I find what I want, when I need it?”
• Everybody agrees that improving information systems is important but, to encourage people to help, you need systems that are trivial to use and that automate repetitive tasks.
• Adopt a web Content Management System for any reasonably sized website. The extra initial effort will soon pay off. Keep your content data types simple and, to retain generality, don’t define too many similar ones.
• Drupal can probably meet the content management needs of most HEP collaboration websites. If, however, you need to customize it extensively you should also consider other web tools.
• To make an effective transition, ensure the new website is easier to use and more complete than the old one(s). Focus on coherent design and navigation. Embed legacy content if need be, at least initially. Keep the old sites running in parallel until the transition is complete, and then retire them. Use Google Analytics to monitor access patterns.
• The skills and costs are very modest compared to the significant benefits. To paraphrase Derek Bok, “if you think managing information is expensive, try not managing it!”
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